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Abstract

Research suggests that voice-based systems may seem
to be the only practical option for self-completion surveys
in developing regions where a substantial proportion of re-
spondents are illiterate. Voice user interfaces cater for the
information needs of speakers of low-resource languages,
whether or not these languages have a formal writing script.
However, the language resources needed to train speech
recognition engines are either limited or completely non-
existent for languages in Africa. Historically, the process
to obtain or construct new language resources is also long
and costly. In spite of this, techniques have been devel-
oped that enable a speech recognition engine from a high
resource and well-trained language to be used for speech
recognition in a new low-resource language by leverag-
ing the similarity of sounds between the two languages.
Presented here are our on going efforts to establish the
limitations and suitability of using this technique to sup-
port speech data collection in rural Zambia with a focus on
Bantu languages.
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Introduction

Data collection via voice has become popular amongst re-
search projects in poor resource countries over the past
decade [7, 4, 9].

For example, the World Bank’s Listening to Africa project
uses this mode of data collection as a complement of paper-
based household surveys in Madagascar, Malawi, Mali,
Senegal, Tanzania, and Togo1.

Voice data collection is especially popular because its flex-
ibility [1]. In the case of a call center setup, an interviewer
can use different languages during a session. Voice based
interviews also accommodate illiterate respondents. An in-
terviewer can ask complex questions and clarify matters
that the respondent might find confusing. Instead of revis-
iting respondents, a supervisors can simply re-call respon-
dents for quality control purposes. These reasons as well
as the ability to accommodate respondents owning low-end
phones has made voice data collection the technology of
choice for most of sub-Saharan Africa [3, 1].

Automatic speech recognition has been demonstrated to
be very useful in the design of speech driven interfaces
for applications, especially in the developing world where
literacy levels are low [4, 9, 1].

The main benefit of their use is their reach to a large illit-
erate or semi-literate population of the developing world
where text-based interfaces may not be very useful [1]. Un-
fortunately, the languages spoken in these regions typically
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one-phone-call-at-a-time

lack adequate resources needed to train speech recogni-
tion engines [8]. The process to train a speech recogni-
tion engine has been known to be difficult. It is expensive
and demands expert knowledge in speech technology and
linguistic expertise in the local language of interest, all of
which are lacking in developing regions [5, 8, 10].

However, recent advances suggest that one can use an
existing speech recognizer for a high resource language
(HRL), such as French, to achieve small-vocabulary recog-
nition tasks in a low-resource language (target language).
This can be achieved by leveraging the similarity of sounds
(phonemes) between the two languages though a tech-
nique called cross-language phoneme mapping. A phoneme
is the simplest unit of sound in a language. By generating a
pronunciation lexicon, representing the pronunciation of tar-
get language words based on the phonemes of the source
language, speech recognition of the target language vo-
cabulary can be achieved. Mapped pronunciations can be
handwritten but they demand the use of an expert linguist
who is fluent in both the source and target languages [10].
Considering this is a resource lacking in developing regions,
the process of creating cross-language pronunciations have
been developed [6]. Eliminating the need of linguist experts.

Speech-based Accent Learning And Articulation Mapping
(SALAAM) is a technique that can automatically generate
the aforementioned mapped pronunciations from a handful
of training data and achieve high quality recognition accu-
racy [6]. SALAAM automatically generates a pronunciation
lexicon that represents how a word (target language word)
can be phonetically represented using the phonetic dictio-
nary of another language (high resource language) that
an underlying speech recognition engine is trained in. For
example, "SAAN", might be the cross-language mapping
result of the Mandarin (target language) word for "three"
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using Microsoft Speech Platform U.S English (source lan-
guage) recognizer [2]. The pronunciation lexicon produced
by SALAAM can then be used with a speech recognizer to
support speech recognition of resource-scarce language
words they contain. This makes it easier for developers with
no speech technology expertise to quickly develop small-
vocabulary speech driven applications for low resource lan-
guages.

SALAAM has been used to support VUIs in a number of
agriculture, health and entertainment related projects in
India and Pakistan [9, 4, 7]. In [1] a mobile video search
application that was developed for farmers in India to ease
the distribution of agriculture best-practice demonstration
videos. SALAAM was used to support voice user interaction
of the application in Hindi, achieving up to 90% recogni-
tion accuracy. This demonstrates that with careful applica-
tion design, cross-language phoneme techniques can be
used to support speech data collection. The techniques
require minimal training data and support quick VUI devel-
opment.The process is cheap and relatively easy [6, 9].

Speech recognition for low-resource languages
using SALAAM

Our work aims to establish the limitations and suitability

of using cross-language phoneme mapping techniques to
support speech data collection in low-resource languages,
with a focus on Bantu languages. Our interest in Voice User
Interfaces (VUIs) as human-computer interfaces stems from
their ability to enhance data collection in developing regions
were text-based interfaces are ineffective because most of
the population is illiterate. [1]. To support our research, we
chose an open source implementation of SALAAM called
Lex4All [11].

In order to use Lex4all for lexicon generation, a user needs
to submit a name of a word and the audio file(s) contain-
ing a pronunciation of that word. Once submitted, the pro-
gram passes the audio file(s) and name to the SALAAM
algorithm through the grammar control. The pronunciation
generation is based on the language model the underlying
speech engine is trained in, such as U.S English. A pronun-
ciation lexicon is then given to the user as output. The user
can then use it to support speech recognition of the target
language words it contains. Figure 1 shows a simplified il-
lustration of lexicon generation with SALAAM.

Word
+ Pronunciation

Speech Lexicon

samples

Target language input

SALAAM METHOD

Auto-generated
Target language
phonemes

Discover best
pronunciation(s)

Microsoft Speech Platform
With
English (Source Language) Speech Recognizer

Figure 1: Lexicon generation with SALAAM.

A user can generate a lexicon containing multiple words
and their respective pronunciations at the same time [11, 6].



An example of a pronunciation lexicon generated is shown
in figure 2 below:

amenshi
SH EI S 5
SHESS
SH EI S
SH E S

umuntu
U
U u

JH U
ZUu

Figure 2: Lexicon generated by SALAAM using Lex4all.

The example above shows a pronunciation lexicon of two
words, amenshi (a Bemba word for water) and umuntu (a
Bemba word for person). Each word is represented as a
lexeme, a combination of a grapheme and phonemes. The
names of the words submitted during the lexicon generation
stage are indicated in the grapheme element. The gener-
ated pronunciations are represented by the phonemes that
each grapheme contains.

The pronunciation lexicon is then used in combination with
application grammar to support speech recognition as
shown in figure 3 below:

+

3
o~

Figure 3: Use of pronunciation lexicon.

Lexicon evaluation is similar to lexicon generation. How-
ever, The system then gives the number of incorrect, cor-
rect or unrecognized words. In our study, when a recognizer
is tested for recognition accuracy of a word, there are three
potential answers; correct, incorrect and unrecognized.

A word is said to be correct if the name (grapheme) of the
word and its pronunciation (phoneme) have been found in
the recognizer’'s phoneme inventory. A word that is said to
be incorrect is one with a matching sound (pronunciation)
but wrong name (grapheme) or vice versa. A word is said
to be unrecognized if neither the name nor the sound match
the recognizer’s phoneme inventory.

Evaluation of recognition accuracy

Our work will take a quantitative approach to recognition ac-
curacy evaluation by looking at three aspects of it: (1) num-
ber of correctly recognized words, (2) number of incorrectly
recognized words and (3) number of unrecognized words.
This information will be recorded for each experiment as we
vary the following test conditions: (1) gender of the partici-
pants during training and evaluation (2) vocabulary size of



each target language during evaluation (3) sample rates of
the audio data (4) source language choices (5) and type of
training technique.

Our study shall use iciBemba, ciTonga, ciNyanja/Chichewa
and siLozi, four of six major local languages spoken in ru-
ral Zambia. Some of these languages are also spoken in
Malawi (Chichewa), Democratic Republic of Congo (iciBe-
mba) and Zimbabwe (Chichewa and ciTonga). The Bantu
language family was chosen to aid our research for two rea-
sons: (1) the SALAAM technique has never been used to
support speech recognition with the language family [6, 9,
7] and (2) Bantu languages are widely spoken languages in
rural Africa. Apart from US English and French, our study
shall employ German and Mandarin, source languages that
have never been used with SALAAM [5, 9, 1]. We plan to
collect the audio data from Lusaka, Zambia which provides
a centralized region where many of the native speakers of
the aforementioned Bantu languages live.

Conclusion

Speech recognition technology can further enhance data
collection methods and survey designs especially for devel-
oping regions where text-base interfaces are ineffective. It
can be used to support self-completion surveys and used
in the development of spoken dialog systems. Using cross-
language phoneme mapping techniques, researchers and
practitioners can achieve high quality speech recognition in
low-resource languages in a short amount of time, cheaply
and without a lot of effort. This consequently helps to fos-
ter development through information dissemination in areas
such as health and agriculture. It also enhances the col-
lection of actionable data such as the nutritional status of a
population sample of a country or region.
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